Appendix A

Exercises in Experimentation

The exercises of this appendix are meant to test your overall knowledge of the Maple system, or rather, your expertise in the way you employ Maple when dealing with non-trivial problems. So maybe we should speak of ex​periments rather than exercises. On the other hand, they clearly have the exercise format of step by step guidance through detailed instructions. To accommodate both elements, we have chosen the title: Exercises in Experimentation. These exercises cover many but certainly not all aspects of Maple that were exposed in the foregoing chapters.

A.I

Upper Bound for a Parameterized Function

In this exercise we are concerned with a polynomial function depending on a parameter, and we wish to express the maximum value this function attains on a given finite interval in terms of the parameter. This exercise was inspired by the main problem in [17].

The function we have chosen is the following polynomial of degree 6 in the variable x depending on the parameter p:

f(x,p) = (1 + px)^3(1 - px)(l – x^2) with 0 <= p <= 1.

We are interested in the global maximum of this function on the interval [-1, 1], and because f is a continuous function of x, this maximum surely exists. Set

M(p) = max{f(x,p) | x in [-1, 1]}.

(a) To get some feeling for the problem, make a combined plot of f (x, p) for P = 0.1 i (i = 0,1,... , 10). You will notice that the global maximum is attained at a point in [0,1].

It is easy to see, even without Maple's assistance, that 1 <= M(p) <=(1+p)^2. Check this.

We would like to improve upon these obvious bounds, and we are especially interested to know the behaviour of M(p) as p is close to 0.

From part (a) it follows that lim_(p->0) M(p) = 1, but we would like to have a better approximation to M(p) than this.

(b) The next step is to find the singular point(s) of f as a function of x. Solving the quintic equation diff( f(x, p),x) = 0 with Maple's solve---use factor first and then apply solve to the cubic factor---gives very unwieldy formulas. So instead, use the RootOf function and get the taylor expansion of the root function alpha(p). Here one should be careful and not blindly accept Maple's output.

(c) Prove that diff(f(x,p),x) = 0 has a unique solution a(p) in [0,1] for every p E [0,1], and by considering the sign of !ixf(x,p), show that 1's global maximum on [-1,1] is indeed attained at a(p).

(d) The taylor expansion of alpha(p) suggests that alpha(p) approxeq  p - 3p^3 for p close to 0. Show that f, as a function of x, is concave on the interval [x1, x2], where xl = p - 4p^3 and x2 = p - 2p^3 for 0 <= p <= p0. Find a suitable value for p0. Also make sure that [xl, x2] is contained in [0,1]. By checking signs again, show that alpha(p) in [xl, x2].
(e) Since f is concave on [xl, x2], the tangents to the graph of f at the points (xl, f(x1,p)) and (x2, f(x2,p)) meet at a point that lies above the graph of f. Use Maple's solve again to find this meeting point, and by direct substitution into f(x,p), also the corresponding upper bound for M(p). The rational expression so obtained is a guaranteed upper bound for M(p), but the sizes of the polynomials (in p) involved are enormous! Get the taylor expansion of this new upper bound and check that it agrees very closely to that obtained from f(alpha(p),p).

(f) It would be a challenge to try and find positive constants c1 and c2 such that

1 + p^2 –c1 p^4  <=M(p) <=  1 + p^2 - c2 p^4

for all p with  0 <= p <= p0 < 1, and an explicit p0.

A.2

Matrix Differentiation

The purpose of this exercise is to design a number of Maple procedures for differ​entiating scalars, vectors, and matrices with respect to a scalar variable, a vector of variables or a matrix of variables, preserving structure.

Basically, there are three different types of differentiation processes we would like to distinguish, namely

. Matrix to scalar. Differentiation of any matrix with respect to a scalar variable. All elements of the matrix are seen as functions of this variable. Included are the cases 'scalar to scalar' and '(row or column) vector to scalar' .

. Vector to vector. Differentiation of any vector with respect to any vector of scalar variables, including 'scalar to scalar', 'vector to scalar' and 'scalar to vector'. The first vector should be seen as a list of functions, each depending on the same scalar variables. The second vector is composed of these independent scalar variables.

. Scalar to matrix. Differentiation of any scalar with respect to a matrix of scalar variables, the independent variables. Special cases are: 'scalar to scalar' and 'scalar to (row or column) vector'.

In each of these three cases a Maple procedure should be developed that is gener​ally applicable. We adopt the convention that a row or column vector is a matrix with a single row or a single column respectively (see worksheet MatrW3b.mws). An important Maple function to be used in all three procedures is map.

(a) Give a detailed description of the Maple command map. Use Maple's ex​tensive help facility if you are not sure and choose suitable examples to illustrate the different ways map may be used.

(b) The following procedure could be used for the 'matrix to scalar' case. By definition, the derivative of a matrix or vector with respect to a scalar variable preserves its structure. Hence the result is again a matrix or vector of the same dimensions.

>'diff/mat/sc':= proc(A,x) 
> map(Diff,args[1],args[2]) 
> end;

Here A is a matrix, a vector or a scalar, and x is a scalar. Type-checking is omitted.

Observe that the Maple function Diff is written with a capital D. This is not accidental. Can you think of a plausible reason?

Check that the procedure 'diff/mat/sc' works on small symbolic input. For instance, choose a symbolic scalar, a symbolic 3-vector and a symbolic 3 x 5 matrix, and apply the Maple command value to the output returned by 'diff/mat/sc'. Explain the answers.

Also check the procedure on a 3 x 5 matrix the elements of which are functions of a single variable x. Take for instance the matrix A = (a[ij]) with a[ij] = x^(i+j-2).

(c) This part is about the 'vector to vector' case. By definition, the derivative of a vector v = [v[1], . . . ,v[n]] with respect to a vector w = [w[1], . . . ,w[n]] is the m x n matrix diff(v[i],w[j]). Write a procedure

>'diff/vec/vec' := proc(v,w) ...end;
in which the procedure of part (b) is used to the extent that the vectors

'diff /mat/ sc' (v, w [i]) are placed side by side to form the required ma​trix.

Test your procedure with two symbolic vectors v and w of dimensions 3 and 5 respectively.

This procedure can also be used to compute the Jacobi matrix of a differ​entiable function F : R^5 -> R^3. The Maple procedure jacobian does just that. Check that your procedure has the same effect as Maple's jacobian. Hint. Use the alias function to instruct Maple to view each component of the vector v as a function of the components of the vector w.

(d) Now a procedure of type 'scalar to matrix' is required. By definition, the (matrix) derivative of a scalar function a with respect to a m x n matrix X of scalar variables x[ij] is the n x m matrix diff(a,x[ji]). In particular, the derivative of a scalar with respect to a (column) vector is a (row) vector.

Now write a procedure

>'diff/sc/mat' := proc(a,X) local f,Y; ... end;
that returns the derivative of the scalar a with respect to the matrix (or vector or scalar) X. In this procedure f is the prescription of a function f : t -> diff(u,t) for fixed u. Now the map function can be applied to build up the matrix. Because, by definition, the derived matrix is the transpose of the input matrix, the transpose Y of X is required in the procedure. Furthermore, u should be replaced by the input x. This can be achieved by means of the subs function. Test your procedure with the same symbolic

quantities used to check the procedure of part (b). Please do not forget to use the evalm command at the proper places.

(e) Apply the procedure of part (d) to solve the least squares problem (see page 65) for a 5 x 3 random matrix of coefficients A and a random 5 x 1 constant vector b in the following way:

> 'diff/sc/mat'(transpose(A&*x-b)&*(A&*x-b),x); 
After that, apply the Maple function solve and check your answer with Maple's leastsqrs function.

(f) Finally, use the procedure of part (d) to verify the identity

diff(y^TAx) = xy^T + y x^T - diag(xy^T)

for any variable symmetric matrix A, and constant vectors x and y.

A.3

Chaotic Sequences

We shall call a sequence of numbers (R( n) )_(n in N) chaotic when there is an index k for which

R(k) < R(k + 1) < R(k + 2) and R(k + 3) < R(k)

Or                                                                                                                 (A.l)

R(k) > R(k + 1) > R(k + 2) and R(k + 3) > R(k).

(a) Write a Maple procedure that can be used for testing an arbitrary (finite) list of numbers for being chaotic. This should be done by counting the number of quadruples

R(k), R(k + 1), R(k + 2), R(k + 3)

satisfying property (A.l). Your output should also contain a list of those k marking chaotic positions.

(b) Apply your procedure(s) to a list of 200 successive digits of the decimal expansion of the number Pi starting at an arbitrary position.

Now consider the difference equation

x[t+1] = 1 - |2 x[t]-1| , x[0] = 1/sqrt(2) .
(c) Generate a list L = [x1,x2,… ,x200] and show that L has the property (A.l). Be careful for loss of significance as a result of round-off. As a precaution against generating meaningless entries it might be a good idea to set the Maple constant Digits to a large value, say 100.
Now it is claimed that the elements of L are uniformly distributed over [0,1]. This claim will be investigated in the remaining parts.

(d) Distribute L's entries over 10 classes of equal length 0.1 and construct a frequency diagram. Call f[i] the (relative) frequency of class i (i = 1,...,10), and call Pi the cumulative frequency distribution, defined by F[i] = Sum(f[k],k=1..i). Further, put sigma(p) = sqrt(p(1 - p)/N), where N is the length of L, hence N = 200.

(e) Investigate the inequalities

i/10 – 1.96 sigma(i/10) < F[i] < i/10 +1.96 sigma(i/10)  for i = 1, . . . , 10.

Suppose these inequalities are satisfied for all i. What does this mean for the class distribution?

The quantity

Chi[10] = N Sum((f[i]-1/10)^2/(1/10),i=1..10)
is chi-squared distributed with 9 degrees of freedom.

(f) Compute chi[10] for the list L. With a 5% level of significance, should the hypothesis be rejected that says the elements of L are uniformly distributed over [1,0]?
